
Solution Methods for Eigenproblemsg p



• eigenproblem: ϕλϕ MK =eigenproblem:

• solution methods:

ϕϕ

– vector iteration method

t f ti th d– transformation methods

– polynomial iteration techniques

– Sturm sequence iteration method



• eigenproblem: ϕλϕ MK =eigenproblem: 

• solution methods:

ϕϕ

– vector iteration method

i it ti• inverse iteration

• forward iteration

• Rayleigh quotient iteration

• matrix deflation and Gram-Schmidt orthogonalisationat de at o a d G a Sc dt o t ogo a sat o

– transformation methods

– polynomial iteration techniques

– Sturm sequence iteration methodSturm sequence iteration method



Shifting in Vector Iteration

• How to improve the convergence rate?

shifting

( ) MMK relation of eigenvalues:( ) ϕηϕμ MMK =−

ϕλϕ MK =
n.....i,ii 1=−= μλη

relation of eigenvalues:

ϕϕ



Shifting in Vector Iteration

• Convergence properties:

– problem in the basis of eigenvectors Φ

using the transformation ΦΨϕ =using the transformation

we obtain the equivalent eigenproblem

ΦΨϕ =

( ) ΨηΨμΛ =− I



Shifting in Vector Iteration

• Convergence properties: inverse iteration
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Shifting in Vector Iteration

• Convergence properties: inverse iteration

- in the iteration we have

- meaning that to solve the eigenproblem the iteration vector

jl ez →+1

meaning that to solve the eigenproblem the iteration vector

converges to Φj

- furthermore: μηλ += ji

- convergence rate: μλ
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Shifting in Vector Iteration

• Convergence properties: inverse iteration
λ- convergence rate:
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Shifting in Vector Iteration

• Convergence properties: inverse iteration

- convergence rate of the Rayleigh coefficient:
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Shifting in Vector Iteration

• Convergence properties: forward iteration
λ- convergence rate:
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limited convergence rate in forward iteration

by means of shifting convergence only to (λ ϕ ) or (λ ϕ )by means of shifting convergence only to (λn, ϕn) or (λ1, ϕ1)

to achieve highest convergence rates in both we need to chooseto achieve highest convergence rates in both we need to choose

resp. ( ) 211 /n−+= λλμ ( ) 22 /nλλμ +=



Shifting in Vector Iteration

• Convergence properties: forward iteration
di t- corresponding convergence rates:
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- much higher convergence rate with shifting in inverse iteration



Rayleigh Quotient Iteration

• Improving of convergence rate in inverse iteration by

shifting but how to choose the appropiate shift?

one possibility: Rayleigh quotient as shhift value• one possibility: Rayleigh quotient as shhift value



Rayleigh Quotient Iteration
• we assume a starting iteration vector x hence y = Mx a starting shift ( )1xp• we assume a starting iteration vector x1, hence y1 = Mx1, a starting shift

(usually 0) and then evaluate for k=1, 2, …. :

( )1xp

where now and

• eigenvalue λi and corr. eigenvector ϕi to which the iteration converges

depend on starting iteration vector x1 and initial shift ( )1xp



Matrix Deflation

• inverse iteration converges to λ1 and ϕ1, forward iteration to λn and ϕn

• methods can also employed with shifting to calculate other eigenvalues and• methods can also employed with shifting to calculate other eigenvalues and

corresponding eigenvectors

• assuming that we have calculated a specific eigenpair (λk, ϕk) and that we

require the solution of another eigenpair

• to ensure that we do not coverge again to λk and ϕk we need to deflate

either the matrices or the iteration vectors



Matrix Deflation

• standard eigenproblem:

• stable matrix deflation can be carried out by finding an orthogonal matrix P

λϕϕ =K
• stable matrix deflation can be carried out by finding an orthogonal matrix P

whose first column is the calculated eigenvector ϕk

writing

we need to havewe need to have

It then follows

PTKP has the same eigenvalues as K, and therefore K1 must have all 

eigenvalues of K except λk



Gram-Schmidt Orthogonalisation

• other possibility: deflation of iteration vector

basis: the iteration vector must not be orthogonal the required eigenvectorbasis: the iteration vector must not be orthogonal the required eigenvector

conversely, if the iteration vector is orthogonalised to the eigenvectors

allready calculated, convergence to these eigenvectors is eliminated

Gram-Schmidt method



Gram-Schmidt Orthogonalisation

eigenproblem: ϕλϕ MK =

assuming that we have calculated the eigenvectors ϕ1, ϕ2, … , ϕm and that we

want to M-orthogonalise x1 to these eigenvectors

we obtain for the coefficients αi

in inverse iteration is now the starting iteration vector instead of x11x~



Example 11.4, p. 898

eigenproblem: tol = 10-6

evaluating λ and using forward iteration

ϕλϕ MK =
evaluating λ4 and ϕ4 using forward iteration

t ti it ti tstarting iteration vector: 



Example 11.4, p. 898



Example 11.4, p. 898



Example 11.5, p. 901

eigenproblem: tol = 10-6

evaluating λ and using inverse iteration

ϕλϕ MK =
evaluating λ1 and ϕ1 using inverse iteration

after 3 iterations we get:



Example 11.5, p. 901

Now imposing a shift of μ = 10, we obtain:



Example 11.5, p. 901

Using inverse iteration on the problem (K-μM)ϕ = ηMϕ, we obtain convergence

after 6 iterations withafter 6 iterations with



Example 11.5, p. 901

Using the shift, we know that is an approximation to an eigenvalue

and x is an approximation to the corresponding eigenvector

( )7xp+μ
and x7 is an approximation to the corresponding eigenvector

Comparing with the reults from 11.4, we find



Example 11.8, p. 908

Now we want to calculate an appropriate starting iteration vector, using Gram-

Schmidt orthogonalisation:Schmidt orthogonalisation:



Example 11.8, p. 908

Substituting for M, ϕ1 and ϕ4 leads to:

= 2 385α1 = 2.385

α4 = 0.1299

and


